Trapping of gravity-capillary water waves by submerged obstacles.
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1. Introduction

Free oscillations with finite energy in the linearised
water-wave problem, or trapped modes, have been
Much of the
work in this area uses an inverse procedure to con-

extensively studied in recent years.

struct particular surface-piercing or submerged trap-
ping structures in both two and three dimensions.
Initially, gravity was taken to be the sole restoring
force, but recently surface-tension effects have been
included within the inverse procedure [1]. An alterna-
tive method is to specify a class of bodies and to vary
parameters until a geometry that supports trapped
modes is obtained; this direct method has been used
to demonstrate that pairs of submerged ellipses can
support trapped modes [4]. The present work de-
scribes a criterion, that accounts for surface tension,
for the existence of trapped modes supported by given
submerged bodies. The method is applied to pairs of
ellipses and numerical results are used to demonstrate
the effects of surface tension.

2. Statement of the problem

We consider the two-dimensional linear problem
which describes interaction between an ideal un-
bounded fluid W, and bodies B located under the
free surface F of the fluid. In particular, the problem
can be radiation of waves by forced motion of rigid
bodies or diffraction of waves by fixed bodies. The
problems appear within the framework of the surface
wave theory under the assumptions that the motion
is harmonic in time, irrotational and the oscillations
have small amplitudes.

We shall use a Cartesian coordinate system (x,y),
such that x is a horizontal coordinate and y is a ver-
tical one directed upwards. The motion of the fluid
is described by a velocity potential u(z,y) satisfying
the following set of conditions:

VZu=0 in W=R2\B, R2={y<0}, (1)
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Oyu — vu — ﬁ@gayu =0 on F={y=0} (2
O,u=f on S=0B, (3)
O)gu — ikou = o(1) as |z| — oo, (4)
sup |Vu| < oo. (5)
w

Here we suppose that f € C(S), S belongs to the
Hélder space C (0 < a < 1) and 8 = T/(pg),
where T is the surface tension of the fluid, p is the
fluid density and g is the acceleration due to grav-
ity. Further, ko in the radiation condition (4) is the
(unique) real positive root of the dispersion relation
ﬂkg + k’o —v=0.

Further it will be convenient to use the dimension-
less parameter s = TkZ/(pg), which gives a measure
of the relative importance of surface tension and grav-
ity. Then, with account of the dispersion relation we
have ko = v/(1+ s) and 3 = s(1 + s)?v 2.

We shall use Green’s function G(z,y,&,n) for the
problem satisfying as a function of the first two ar-
guments the conditions (2), (4), (5) (where supre-
mum is taken over R? with a vicinity of the point
(&,m) excluded) and the condition V2  G(x,y,&,n) =
—d0(z — &)d(y — n), where y,n < 0 and ¢ is Dirac’s
delta-function.

Using the expressions given in [1], we write
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3. Integral equations of potential theory

Following the usual scheme of potential theory (see
e.g. [2, ch. 2.1]) we shall seek solutions to the problem
in the form of a single layer potential

u(z) = (V)(z), zeW, (7)

where

(Vi) (s) = /S 1(Q) G(z,0) dsc, @®)

and p is some unknown density belonging to C(S).
Properties of the single layer potential are described
in detail in [2, §2.1.1.1]. (The arguments are valid
in the present case in view of (6), where the Green’s
function is written as a sum of —(27) !logr_ and
some smooth in z, ¢ € R% function.)

The potential (7) satisfies conditions (1), (2), (4),
(5) and the condition (3) leads us to the boundary
integral equation

—pu(z) + (T,u)(z) =2f(z), z€S, 9)

where

(T) (2) = 2 /S H(C) By G2, 0) dsc.

Under the assumption S € C1® the operator is com-
pact in L?(S) and the equation (9) is Fredholm’s one.
We emphasize that if the equation (9) is solvable in
L?(S) and f € C(S), the solution x belongs to C(.S).

The adjoint operator T* appears in the integral
equation of the direct method. To obtain the equa-
tion we consider Green’s identity (we omit derivation
of the identity which is fairly standard)

u(z) = [ [40) 9 G2 0) = 0,u(0) 612 )] e
’ (10)
and move the point z onto the contour S. By using
the jump relationship for the double layer potentials
we arrive at the equation

—u(z) + (T*u)(P) =2 (V) (P), (11)

where (T*u)(2) = 2 [qu(C) 9,,(6)G(¢, 2) dsc.

The arguments applied in [2, § 2.1] for investigation
of the integral equations for the water wave problem
without surface tension effects can be repeated liter-
ally for the problem (1)—(5) and integral equations
(9), (11). In this way we find that the problem (1)—
(5) is uniquely solvable if and only if the homogeneous

boundary integral equations on S
—u+Tpu=0, —u+T'u=0, (12)

have only the trivial solution. Otherwise the equa-
tions and the homogeneous problem have the same

number of linearly independent solutions and solu-
tions to the second equation (12) are traces of solu-
tions to the homogeneous problem (1)—(5) which in
their turn are given by V u from solutions to the first
equation (12).

We shall use the real and imaginary parts of the
operator T defined by

(170)(2) =2 [ u(0) 0, Re G, 2) dc,

s
(Tyu) () = 2/Su(g“) Oy Im G(C, 2) dsc.
It is easy to note that if a function u : S — C satisfies
equations
—u+Tru=0, (13)

then the equations also hold for Reu and Imwu. At
the same time, for any real-valued function v we have
(T — iT})v = T*v. This means that each of the
functions Rew and Imw satisfy the second equation
(12) and it is also true for u.

Let us now show that any solution to the second
equation (12) satisfies the system (13), (14). For this
we shall need some asymptotic analysis for a solution
to the problem (1)—(5). The Green identity (10) and
asymptotic representations of Green’s function give
us the following asymptotics as |z| — co and £z > 0:

u(z) = Cpefovel™ll 1o (2), (15)

where C4 are some complex -coefficients and
oy pr = O(|z71) as |z| — oo for any n,m > 0.

Let u be a solution to the homogeneous problem
(1)—(5). Consider a domain W, = WnN{|z| < a} and
apply Green’s formula over the domain for v and w.
We have

0 :/ [ﬂvzufuvzﬂ]dxdy :/ [u@nﬂfﬁanu]ds,
Wa W,

(16)

where the normal n is directed to the interior of W,.

We write OW, = SU F, UL, UL_, where F, =

Fn{lz| <a}, Ly ={(z,y) : = £a, y < 0}. Taking

into account that 9,, = —9, and u = v~ (uy — Burey)
on F, (by (2)), in view of (15) we find

/ [u 0,0 — ﬂ@nu] dx = é / [ﬂyumy — uyﬂmy} dx
vV JF
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Analogously, we have
0

/ [u 0,0 — ﬂ@nu] dy = :I:/ [ﬂuT — uﬂT] dy
Ly — 00
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Finally, in the limit @ — oo we find from (16) (1 +
2607 k3) (|C+|* + |C-?) = 0 and conclude that a
solution to the homogeneous problem (1)—(5) decays
to zero at infinity and it is the so-called trapped mode.
The latter means that each of the functions Re u, Im
is a solution to the homogeneous problem, its trace
on S is a solution to the second equation (12) and,
thus, satisfies the system (13), (14). Finally, we can
conclude that the second equation (12) is equivalent
to (13), (14).

4. Criterion for uniqueness

We shall use the formalism suggested in [3] and based
on symmetrization of the integral equation (13) and
the adjoint one —u+ T, = 0. Applying the operator
(I = T¥) to the last equation and (I — T;.) to (13) we
arrive at

—pu+ZFu =0,
—u+Tu=0,

=T, + T —T'T,, (17)
=T, +T" - T,T", (18)

and, obviously, solutions to

([-T)u=0, (I-Tu=0  (19)

satisfy (17) and (18), respectively. It can also be ob-
served that solutions to (17) and (18) satisfy (19).
Consider for example (17); it can be written as
(I =TI —T,)pp = 0 and either (I — T, )p = 0 or
(I-T)p=v#0and (I —T})v=0. By Fredholm’s
alternative the subspace Ker(I — T)*) is orthogonal
to Im(I — T,.). Hence (v,v) = 0 because v belongs
to both subspaces. (We denote by (v,w) the scalar
product of v and w in Ly(S).)

It is important to note that ¥ and ¥’ are compact
and, unlike 7., self-adjoint operators with real eigen-
values \; € 0(%) and X} € o(%'). It can be observed
that (I=T*)(I-T,)v,v) = (I-Ty)v, I-T,)v) > 0.
Thus, (Tv,v) < (v,v) and all eigenvalues of the oper-
ator T are submitted to the inequality A; < 1. Anal-
ogously, A, < 1.

Further we shall use the notation Ay = max{\;}. Tt
follows from the above that (13) has only the trivial
solution if and only if \; < 1, and non-trivial solu-
tions exist only when A\ = 1.

Let now A; # 1. It can be observed that in this
case the operators T and T’ have the same system
of eigenvalues {)\;} and dimensions N; and N/ of
eigenspaces &; and E. corresponding to any eigen-
value \; are equal. Consider an eigenvalue \; of the
operator T. From the definition of the eigenvalue and
taking into account the definition of ¥ for u; € €; we
have

(I =TI =T )pi = (1= Ai) .

Applying the operator (I — 7)) from the left to the
latter equality we arrive at

(I - Tr)(I - T:)(I - Tr)/ffi = (1 - /\z>(I - Tr)ﬂ'iy

or (I —%u; = (1 — \)ug, where u; = (I — 1) ;-
The latter means that \; is an eigenvalue of ¥’ and
(I —T,)& C &.. Since (I —T;) is bijective on L?(S),
this means that N < N’. Applying now (I —T)) to
&; we find (I —TF)E, C & and N’ < N and, finally,
N =N

Let us denote by M(li) and u(li) (i=1,...,N) eigen-
functions of ¥ and ¥’ corresponding to A;. We can
prove that if for some ¢ and for all j =1,..., N

(I =17, u?y =0, (20)

then \; = 1. Suppose the contrary, i.e. A\; # 1.
Then the mapping (I — 7)) is a bijection between
span{ugl), . ,u(lN)} and span{ugl), . ,,u(lN)}. This
means that we can write

N
(=T ul” =" ™.
k=1
Then from (20) we obtain

N .
el 1ty =0,

k=1

Since ,ugi) are linearly independent, from the last sys-

j=1,...,N.

tem of linear equation with Gram matrix it follows
that ¢, = 0, k = 1,...,N, and (I — T*)u{” = 0,
which contradicts the assumption that A\; # 1.

Summing up the above arguments we conclude
that non-trivial solutions to the homogeneous prob-
lem (1)—(5) exist if and only if some eigenfunction ugi)
satisfies the conditions (20) and the condition (14). In
the following section we shall check these conditions
numerically.

5. Trapped modes: numerical results

We shall consider a configuration consisting of two
equal ellipses with horizontal semi-axis a and vertical
semi-axis b, with centres on the depth d and distance
between centres 2I. We shall use the data obtained
in the work [4] for this geometry in the water wave
problem without surface tension.

In view of (6) for real-valued function u we have

1+35<
1+s

Tiu)(z) = 2" cos kox Re{O(u) }

2
+ 2eM0Y sin ko Im{O(u)},
where

O(u) ::/Su(g)ﬁn(ek‘meik“g) dsc.



Therefore, a function u satisfies (14) if it satisfies the
condition O(u) = 0.

Assume that the eigenvalue \; is simple. Then the
following conditions (where u; and py are the values
defined in the previous section)

U= ((I =T ui,p1) =0, O(ur)=0, (21)

guarantee existence of a trapped mode. When )\
is simple and S is symmetric with respect to the y-
axis, the function u; is either even or odd in x and
the second of conditions (21) is reduced to one real
condition.

Further we shall show existence of solutions to the
system (21) numerically. To make the computation
convincing we shall use a scheme (see e.g. [4]) based
on consideration of two curves, defined by the equa-
tions, in the plane of two parameters (here it will be
v and ). If the curves intersect, then this situation
is stable with respect to numerical inaccuracy.

Another important observation is the possibility to
define ¥, © as piecewise-analytic in v functions (basi-
cally, even under the normalization |Jui|| = ||jui|| =1
they are defined up to the sign). This allows us to
find zeros of the functionals convincingly.

Computations are carried out for two ellipses when
b/a = 0.08, d/a = 0.25, by using a simple collocation
scheme for approximation of the integral operator 7.
Each of the ellipses is split into N/2 arcs uniformly in
6 € [0,27] in the representation x() = £l + acosb,
y(0) = —d + bsinf. Examples of computation are
presented in fig. 1la and 1b, where for s = 0.002 and
for s = 0.006, respectively, we show behaviour of the
curves ¥ = 0 (I) and © = 0 (II) in the plane of pa-
rameters [/a, va (this curves are found for N = 240).
We also check numerically that A\; — A\q is separated
from zero at the point of intersection of the curves
(I) and (II). It is very likely that the simplicity of
A1 takes place for all values of parameters (I/a,va),
shown in fig. 1a and 1b, except the values belonging
to the curves (III), where multiplicity of A; is equal
to two.

l/a
Its for the com- |- =
Results for the com 0 0.584... | 2.34...

putation of —trapped | o491 | 0579... | 2.38..
modes parameters for | 0002 | 0.574... | 2.41...
some values of the pa- 0.003 | 0.569... | 2.45...
rameter s are presented | 0.004 | 0.562... | 2.50...

in the adjoint table. 0.005 | 0.554... | 2.56...
0.006 | 0.543... | 2.63...

We can observe that the computations are suffi-
ciently strongly influenced by the surface tension ef-
fects. With increase of s intersection of the curves
U = 0 and ©® = 0 becomes less distinct.
we were only able to find trapped modes for small

Hence

05 om  om o om .
Figure 1: Curves ¥ = 0 (solid line, I), © = 0 (dash-
and-dot line, IT) and points of u; parity change (dash
line, IIT) for s = 0.002 (a) and for s = 0.006 (b).

values of the parameter s, which are however suf-
ficiently large from physical point of view. Con-
sider for example the pair water—air, where the co-
efficient of surface tension T is approximately equal
to 0.072 N-m~! and p = 1000 kg-m~3. Solving the
equation s(1 + s%) = T(va)?/(a?pg) for s = 0.006
and the corresponding value va = 0.543 (see the ta-
ble above) we find a &~ 19 mm and smaller values of
s correspond to bigger values of the ellipse length.

Acknowledgements. The first author is in-
debted to INTAS for support under YSF grant,
no. 06-1000014-6343 and to School of Mathematics,
Loughborough University for hospitality.

References

[1] Harter, R., Abrahams, I.D., Simon, M. J., Proc.
Roy. Soc. Lond., Ser. A. (2007) V.463(2088),
p- 3131-3149.

[2] Kuznetsov, N. G., Maz’ya, V.G., Vainberg, B.R.,
Linear Water Waves: A Mathematical Approach.
Cambridge University Press, 2002.

[3] Motygin, O.V., Proc. 21th IWWWFB. Loughbor-
ough, UK, 2006, p. 129-132.

[4] Porter, R., Proc. Roy. Soc. London A. (2002)
V. 458, p. 607624



