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1 Introduction

The flow field around a ship is extremely complex, even for the
simplest case of motion through calm water with constant for-
ward speed. In particular, many vortical structures are origi-
nated by the ship motion. Some of them are directly related to
ship breaking waves,e.g. [3]. In other cases, vorticity is created
at the hull boundary and shed along and downstream the ship.

Here, we present our investigations on some fluid dynamic
processes connected with the motion of a blunt structure pierc-
ing the air-water interface. We consider a two-dimensionalpro-
totype problem consisting in a vertical flat plate, moving forward
with known velocity (cf. figure 1). This rather simple problem
is meant to be roughly representative of the fluid phenomena oc-
curring around the bow of a blunt ship and near a transom stern.
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Fig. 1: Sketch of the considered problem and nomenclature
adopted.

The problem is studied numerically by a Navier-Stokes solver
with a Level-Set technique to capture the air-water interface.

The problem has been studied from an experimental point of
view as well. Figure 2 shows a first comparison between numer-
ical and experimental results The experimental picture, inthe
background, is accompained by the interface location (the blue
line) and the vorticity contours obtained numerically. Theflow is
characterized by many complex features: vortex shedding from
the immersed plate tip, wave breaking on the upstream side and
(later on) breaking-induced air entrapment and wave breaking
on the downstream side. Several plate velocities have been stud-
ied, with Froude number in the range 0�6-1�2. Different regimes
of interaction between the vortical structures and the interface
have been analysed, [6].

In the following, we focus on the computational method and
details of the implementation are discussed through numerical
results.

Experimental measurements of the interface deformation, of
the pressure on the plate and of the velocity field are under de-
velopment and will be presented at the Workshop to complement
the physical interpretation of the flow.

Fig. 2: Two-dimensional flow around a vertical plate moving from
left to right, Fr � 	
������ � � ��, Re� 	 
� � ��� , We�	 ��
� � � . Interface and vorticity contours obtained from the
numerical simulations are superimposed to the experimental flow
visualization.

2 One-fluid model of two-phase flows

A possible approach to deal with interfacial flows is to consider
the two phases as a continuous field where the generic fluid prop-
erty, say� , is defined by patching the corresponding fields in the
two phases, that is

� � ����� �  ! " � #�$�%&� ' (1)

A rapid but smooth transition from one phase to another is guar-
anteed by the bridge function� ( )* + !,. In this framework, the
evolution of the compound flow field is described by the Navier-
Stokes equations for a single fluid and, in principle, there is no
need to distinguish explicitly between the two phases. Continu-
ity conditions of velocity and tangential stresses at the interface
are automatically fulfilled, though in a ”smoothed” sense, while
surface-tension effects have to be modelled explicitly. Clearly,
most of the numerical difficulties are shifted to the treatment
of the bridge function. In the following, we will use a Level-
Set approach to define the transition from one phase to another.
Namely, the air-water interface is not explicitly followedbut its
position is captured as the zero level of a scalar field, defined
in the whole computational domain. A laminar flow is assumed.
The field equations are discretized by a finite-difference scheme,
with second-order accuracy both in time and space. The spatial
discretization is based on an upwind ENO scheme. The time
discretization is based on a predictor-corrector method, with it-
erations, and on a variable-density projection method.

2.1 Background fluid-flow solver We assume that the
evolution of the one-fluid system is governed by the Navier-
Stokes equations

- � . � *
/ 0.

0 1 � "-2 � 3- � 45 � 36 789: � /; (2)

where the density/ and the dynamic viscosity4 vary across
the interface. The term36 789 : is the capillary force, with6
the surface tension,: the normal to the interface,7 half the



interface curvature and89 the Dirac function equal to unity on
the interface and zero elsewhere. Finally,
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is the rate of strain tensor. Within the one-fluid formulation, the
conditions at the interface between two viscous fluids,e.g. [7],
are automatically captured. The explicit modelling of surface-
tension effects is described later.
T IME DISCRETIZATION A second-order approximation in
time of Eq. (2) can be written as:
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and it is solved through a predictor-corrector scheme. Differ-
ently from most implementations, the corrector step is iterated
until convergence is reached to improve stability and accuracy
[2]. For brevity, we introduce the term�  . # � "  . � - #. � 3- � 45/ � ;
approximated by (different) Taylor expansions in both steps.
Predictor step The density and the surface tension at the time� � !�3 are approximated with those at time� " !�3, and
)�  . #,�� ���

is obtained through a Taylor expansion from the
previous time steps. The pressure gradient is written as:
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and the two-step procedure to obtain the velocity.�� �� reads:��  �� ! "# $%& '� ()����* + ,-�.��/� .�� 0����*  �� ! "# 1 ,-�.��/� .�� + ,-����*/�.�� ! 23 4567 8�.��/� .�� 9 :
(4)

For an incompressible fluid, the second equation in (4) be-
comes:
- � ;.< 1 � - � =-  2 �	 ��� " 2 �� ���� #/�	 ��� � 36  78: #�	 ���
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At time � � !�3, the pressure is decomposed as

2 � 2 ?@%A �2 ?�@%A. The first contribution results in the pressure jump at the
interface due to the surface-tension effects,

-�2 �� ���?@%A �� � - � =36  78: #�	���> +
(5)

and it is completely independent of the density distribution. The
second term

2 ?�@%A is the pressure in the case without surface-
tension effects:

- � =-  2 �	 ��� " 2 �� ���?�@%A �� #/�	��� > �
- � ;.< 1 ' (6)

The solution of the Poisson equations (5) and (6) gives
2 �� ���� ,

.�� ���� follows from the second equation in (4), while the vis-
cosity and density fields are defined once the interface has been
captured by the Level-set technique discussed later. Thesedata
are used to start the iterative corrector step.
Corrector step At the B-th step of the corrector, the term
)�  . #,�� ���C is obtained by a centered Taylor expansion, and
the pressure gradient is written as:
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where
2 D

is a pressure-correction term arising from the approxi-
mate projection method:;. � .� � < 1 E )�  . #,�� ���C	 � " ������F.������F.� G
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by solving the Poisson equations:
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As before, once the above Poisson equations have been solved,
velocity, density and viscosity fields can be updated. Again, we
note that density and viscosity depend on the iteration stepB
because of the motion of the interface. The iterative procedure
is repeated until convergence is satisfied.
SPATIAL DISCRETIZATION For the spatial discretization, we
have used staggered grid and

�
- and I -derivatives have been

calculated using a second-order approximation and an Essen-
tially Non-Oscillatory (ENO) scheme [1]. The application of
second-order ENO schemes, requires the choice of a so-called
”limiter function”. One of the most commonly used lim-
iters is the ”minmod” which is known to be dissipative. This
feature is usually accepted because it smooths the high nor-
mal gradient of the tangential velocity and further stabilizes
the interface with a numerical viscosity. The so-called ”su-
perbee” is the most suitable limiter to capture the advection
of a steep function. However its indiscriminate application
whole over the domain is not suitable with more smoothed
velocity profiles inside each one of the two phases. Though
other limiters have been proposed, minmod and superbee have
been selected because of their individual features and because
of the possibility of a smooth patching from one to another
allowing a more accurate advection of the velocity whole
over the computational domain. In fact, we have introduced
a variable coefficients limiter functionJ  K + L # in the form:M 'N O P(  QRS T if NP U TVWX 'V YZ '[ \N \O \P \( OV YZ '[ \P \O \N \((sign'N( if NP ] T
where the coefficient� is a function of the distancê from the
interface:

� � _ �� `ab c de� fgh i � ! if j^ j k 8 l�m
! if j^ j n 8 l�m

and8 l�m is the interval of variation of the coefficients. The prac-
tical choice of8 l�m will be discussed later.
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Fig. 3: Comparison of the interface location with (dashed line) and
without using (solid line) the variable-coefficient limiter function.
for the test case considered in figure 2,o �� 
���� � p ��.

Figure 3 shows the effect of using different limiter functions
for the case shown in figure 2. In particular, the minmod limiter,
solid line, produces a rather unphysical result with a ”nose-up”
plunging jet. This is due to a numerical diffusion of the air ve-
locity field inside the water,cf. center plot, which is significantly
reduced in the present formulation, dashed line and right plot.



We note that this formulation is valid for high Reynolds
number. In fact, the tangential velocity would be physically
smoothed by the higher fluid viscosity and the use of a superbee
scheme would produce unphysical steepening of the tangential
velocities at the interface.

In the final implementation, the algebraic systems arising
from the discretization of the Poisson equations are solvedby
a GMRES technique, which we found rather efficient and easily
portable on massive parallel computers.

2.2 Interface capturing The interface between the fluids is
traced using a level-set function̂, as introduced in [5]. A nar-
row band around the interface is characterized by its signeddis-
tance from the air-liquid interface, figure 4. The level-setfunc-
tion is used to define the bridge function� , adopted to smooth
the flow variables across the interface. The explicit functional
form of the bridge function depends on the considered variable,
as discussed in the following.

distance function
in the narrow band

level zero

Phase 1

Phase 2

Fig. 4: Definition of a distance function in a narrow band around
the interface zero level when the forward plunging jet hits the un-
derlying interface (cf. the test case considered in figure 2).

In particular, upon considering the density a function of^, we
can write the continuity equation as:� /� ^ �� ^� 1 � . � -^� � * +

which gives the transport equation for the level-set function,
as far as

� /�� ^ �� *
. The Lagrangian evolution of̂

does not preserve distances. Therefore, a periodic reinitial-
ization of ^ is necessary to restore its geometrical mean-
ing. The reinitialization, as introduced in [5], is based on:� �� � ! ��� � ��\�� \ + �� sign'�(  T O (7)

where^ evolves in the pseudo time	 until stationary conditions
are obtained. The standard solution procedure is based on an
ENO scheme for the calculation of the spatial derivatives. As
shown in [4], such schemes introduce an error at the interface.
To alleviate the problem, [4], equation (7) can be solved by:

� f� �g 
�  Q���R���S
��g 
� + " � 

sign'�*g 
� ( \� fg 
� \ + � g 
� � interface cell

��g 
� + " �
sign'�*g 
� ( ��� fg 
� �� fg 
�\�� fg 
� \ + �� otherwise

(8)

where

� g 
�  2�*g 
�� '�*g�� 
� + �*g.� 
� (�"�� ! '�*g 
��� + �*g 
�.� (�" � � :
This procedure has been found to be more accurate when
the interface is split into many branches, as the case pre-
sented in figure 5, without the need of introducing differ-
ent level functions. In spite of this, we still observed
the numerical smoothing of the interface for those cases
with high curvature of the interface. For such cases,
a more accurate solution can be obtained by adopting:
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Fig. 5: Example of contour levels when the interface approaches
the lower tip of the plate.
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�.� ���*g 
�.�� .�*g 
� �����

O
which has the drawback that it does not smooth the os-
cillations at the interface and results in a poorer stability.
Therefore, in the final implementation, at the interface we
adopted a weighted combination of the two methods, that is� f� �g 
�  ��g 
� + " � ''sign'�*g 
� ( \� fg 
� \ + 'N !� g 
� ! Nh�hg 
� (( : (9)

In our experience,K � @ � * �" andKm � * �3 is a suitable choice.
Figure 6 shows the time evolution of the percentage error in
mass conservation. For all the simulations,# � !!$ and the
domain length is%*$. A 3&% ' !(( Cartesian grid is used.
Near the plate, the grid is uniform and the cell dimensions are<� � <I � * �*(%$. For distances from the plate larger than&$ in the horizontal direction and larger than3$ in the vertical
direction, the grid is stretched in both directions by an exponen-
tial function. During the initial evolution, the three reinitializa-
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Fig. 6: History of mass conservation for the test case considered in
figure 2

tion schemes behave in a similar manner and differences start
to be visible with the formation of the forward plunging jet,as
confirmed by the top plot of figure 7,1  ) �$ #��� � ( �*. At
least up to the impact of the jet against the underlying interface,

1  ) �$ #��� * ( �&, we observe a better conservation of the hy-
brid scheme (9). For longer evolutions, mass conservation by
schemes (8) and (9) are roughly comparable but first compar-
isons with the experimental visualizations show the increasing
inaccuracy for the former, with weaker and delayed splash up.
The standard approach [5] is less and less reliable, as it is con-
firmed by the disappearance of the air cavity entrapped by the
plunging jet and a smaller forward splash up.

2.3 Smoothing across the interface The coefficients
of the limiter function are not the only quantities that are
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Fig. 7: Comparison of the interface location obtained by the stan-
dard level-set algorithm [5], solid line, by the improved level-set [4],
dotted line, and by the present method, dashed line, for the test case
of figure 2. From top to bottom, formation of the forward plung -
ing jet, impact with the interface and formation of an entrapped air
cavity.

smoothed across the interface. In particular, the solutionof
the Poisson equation for

2 ?�@%A requires smoothing of the den-
sity across the interface to avoid (possibly divergent) numer-
ical oscillations. Usually, the compound density is defined
by a trigonometric bridge function. Therefore, the compound!�/ function, entering in the equations, is steeper on the air-
side, shifting in air most of the transition from the water to
the air fields. In our experience, this reduces the stability
of the method and reduces the accuracy of the solution. In
the present implementation, we adopted the bridge function:

� '�(  Q��R��S
�� if '� + �/ �( U +�/��� �� ���� 	 �� /�/� 
 �� ���6/ 4�.6/ H8 if \� + �/ � \ U �/�� if '� + �/ �( � �/

(10)

where/$ and/� are respectively water and air density and the
constant coefficient� is chosen to conserve the total mass ac-
cording to:� �- ?��DA�/ ?	 ��DA /#^ � /$ 8�  ! " �# � /� 8�  ! � � # '
In practice,� � * �&&3! for the air-water density ratio. Us-
ing (10) results in a more centered transition across the inter-
face. The difference between using (10) and the usually adopted
trigonometric bridge function becomes important in the reso-
lution of local flow details, where the mesh can be relatively
coarser and the solution is more sensitive to the smoothing re-
gion. This is exemplified in figure 8 where the solutions by the
trigonometric bridge function, solid line, and by the smoothing
function here proposed, solid line, are presented. The center
plot shows the appearance of (growing) oscillations in the veloc-
ity field which eventually prevent the computation to proceed.
These are absent in the present solution, right plot.
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Fig. 8: Solution for the test case considered in figure 2 by using
the trigonometric bridge function, solid line and center plot, and by
using (10), dashed line and right plot.o �� 
���� � � ��.

It can be shown that, for a correct solution of the conservation
equations, the inverse of the viscosity has to be smoothed across
the interface, rather than the viscosity itself. Here, we have used:

�� '�(  Q����R����S
�.�� if

� U +���.�� .�.��� ���� � ��6� �� + �6� �� ! �.�� ��.��� if \� \ U ���.�� if
� � �� :

We found that smoothing!�4 rather than4 becomes crucial
when an accurate resolution of the air-flow dynamics is needed.

Finally, the Dirac function in the surface-tension is smoothed
as:

8  ^ # � _ *
if j^ j � 8@%���!� c`ab c ed�!� i " !i if j^ j k 8@% '

In the present implementation, the amplitudes of the four
smoothing intervals8 l�m , 8� , 8� and 8@% are fixed during the
computations and satisfy:

8 l�m � 8� � 8� n 8@% '
The amplitude8 l�m of the variable-coefficient limiter function
should be larger than8� to keep accurate the solution of the
advection term in the transition region. Usually,8@% � * ��<�
is sufficient to prevent oscillations in the solution of the corre-
sponding Poisson equations. Such oscillations would induce
unphysical parassite currents in both phases, though larger in
air because of the density ratio. Therefore, if8� n 8@% the
gradients of

2 ?@%A decrease more rapidly, reducing the presence
of unphysical currents in air side.
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